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POSSIBILITIES OF USING ARTIFICIAL
INTELLIGENCE TECHNOLOGY IN DEAF EDUCATION

The fast progress of artificial intelligence (Al) technologies is changing fields like education and
healthcare greatly. One promising area for Al is deaf education. A sector that supports education for
people with hearing impairments. Traditionally, deaf education has used methods and tools to aid learn-
ing and communication, for those who are deaf or hard of hearing. Nevertheless the inclusion of Al in
this area presents possibilities to boost educational results and enhance the well being of individuals,
with hearing challenges.

Programming of such projects such as sign language recognition improves communication acces-
sibility. However, in addition to the technical aspects, it is important to consider the cultural and social
contexts in which sign language is used. The concept of research work for sign language translation is
learning and using Python: for Gesture Character Recognition analysis of computer vision and machine
learning methods, as well as the development of Python software for image processing for recognition
purposes. The development of algorithms based on approaches to deep learning and machine learning
of gestures helped to create a system capable of recognizing and translating a language. The main four
steps that the project includes: 1) using computer vision, the silhouette of the hand is determined; 2) a
letter is indicated with a hand gesture in front of the camera; 3) the definition of the sign using machine
learning; 4) the result is displayed on the screen. The developed system allows you to determine the let-
ters to a high degree and display the result on the screen. These results show that machine learning and
computer vision have advantages and relevance in society.

Key words: sign language, python (programming language), computer vision, machine learning.
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JKacaHAbI MHTE@AAEKT TEXHOAOTUSICbIH CypAONeAarormkasa
KOAAQHY MYMKIHAKTepi

KacaHab! uHTearekT (KM) TexHOAOTrMsIAapbIHbIH, KapKbIHABI AaMybl GIAIM 6epy MeH AEHCayAbIK,
cakTay CUSKTbl CaAaAapAb! alTapAbikTan e3repteai. XKW yuwin nepcnekTmsTi GarbiTTapabiH 6ipi — cyp-
Aoneparorvka. binim 6epyae ecty kabiaeTi Hawap apamaap YuWliH KOAAQY KOpCeTeTiH cekTop. Aac-
TYPAI TYPAE CypAOINeAarormka TOAbIK, €CTIMEMTIH HeMece Hallap eCTUTIH aAaMAQp YLiH OKyFa >KeHe
KapbIM-KaTblHACKa KOMEKTECY MaKCaTbIHAQ SAICTEP MEH KYPaAAAPAbI MaaaraHaAbl. AereHmeH, GyA
canara KM MyMKIHAIKTEPIH KOCY OKY HOTUXKEAEPIH XaKCcapTyFa XKoHe ecTy KabiAeTi Hawap apamaap-
AbIH 9A-ayKaTbIH XaKCapTyFa MyMKIHAIK 6epeai.

bIM-nwapa TiAiH TaHy cugKTbl 6GaraapAaManay >ko6aAapbl KOMMYHMKALMSHbIH KOAXKETIMAIAITIH
)KakcapTaAbl. AereHMeH, TEXHUKAAbIK acnekTiAepAeH 6acka, bIM-miLapa TiAi KOAAAHbIAAQTbIH MOAEHU
JKOHe BAeYMEeTTIK KOHTEKCTTEPAI A€ eCKepy MaHbI3Abl. 3epTTey XKYMbICbIHbIH TY>KbIpbIMAAMAChI bIM-
uwapa TiAiH ayaapy yuwid Python nporpamMmachi 3epTrey >koHe KoAAaHy GOAbIM TabblAaAbl: bIM-W-
wapa TaHbaAapbIH TaHyFa apHAAFaH KOMIMbIOTEPAIK KOPY >K8HE MalLMHAAbIK, OKbITY SAICTEPIH TanAay,
COHAQM-aK, KMMbIAAAPAbI TaHY MakCaTbiHAQ KECKIHAEPAT eHAeyre apHaaraH Python-aa 6araapaama-
ABIK, KYPaAAbI xkacay. TepeH OKbITy MeH MalLMHAAbIK, OKbITYAbIH TOCIAAEPiHE HEri3AeAreH aAropuTM-
AEpAi 83ipAey bIM-MLLIapa TIAIH TaHyFa XOHe ayAapyfa KabiAeTTi >KyieHi Kypyra kemektecTi. YKo-
6GaHbl KAMTUTbIH Heri3ri TepT Kaaam: 1) KoMrbloTepAiK Kepy KemerimeH KOA CyAbGachl aHbIKTaAaAbl;
2) Kamepa anAbIHAQFbl KOA KMMbIAbIMEH 8pin KepceTiAeai; 3) AHbIKTaAFaH HbICAHHbIH, MALUMHAAbIK,
OKbITY apKblAbl Kail 8pin ekeHi TaHblAaAbl; 4) HaTuxKe akpaHAa KepceTiAeai. O3ipAeHreH yie ic-
KMMbBIAMEH KOPCETIAreH apinTepAi XKoFapbl ASpeXXeAe aHbIKTarn, HOTMXKEHI DKpaHFa LblFapa aAaAbl.
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ByA HeTMxKeAep MalMHAABIK, OKbITY MEH KOMIMbIOTEPAIK KOPYAIH KOFAaMAQFbl Maniaacbl MeH ©3eKTiAi-
rH anKbIHAAMADI.

Ty#in ce3aep: blm-uiwapa TiAi, python (nporpammanay TiAi), KOMMbIOTEPAIK Kepy, MaLUMHAABIK,
OKbITY.
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Bo3moxxkHocTH NMPUMEHEeHUA TEXHOAOIUU
UCKYCCTBEHHOIo MHTEAAEKTa B CypAoOneAarormke

BbicTpoe pa3BuTHE TEXHOAOIMIN UCKYCCTBEHHOMO MHTeAAeKTa (MM) 3HaumMTeAbHO MeHsieT Takune 06-
AACTH, Kak obpasoBaHue 1 3apaBooxpareHne. OAHOM 13 nepcrekTUBHbIX o6AacTen aas M gBaseTcs
CypAOMeAarorvka; HarnpaBAeHve 06pa3oBaHMsl, KOTOPOE MOAAEPXKMBAET 0Opa3oBaHUe AAS AIOAEN C
HapyLIEeHUSIMM CAyXa. TPaAMLIMOHHO CypAOMeAarormka MCroAb30BaAO METOABI M MHCTPYMEHTbI AAS MO-
MOLLIM B 0OYUYEeHUMN 1 OBLLLEHNM AAS AIOAEH C HApPYLLEHMSMM CAyXa. TeM He MeHee, BKAloveHre M B 3Ty
00AACTb NMPEACTABASIET BO3MOXKHOCTU AASI MOBbILIEHUSI PE3YALTATOB 00YUEHMS 1 YAYULLIEHNS BAArono-
AYUMS AIOAEN C POBAEMaMM CAYXaA.

[NporpamMmupoBaHmne Takmx MPOEKTOB, Kak pacro3HaBaHWe s3blka >KeCTOB, YAyYllaeT AOCTYM-
HOCTb 06ueHns. OAHAKO, B AOMOAHEHME K TEXHUUECKMM acnekTam, BaXKHO YUMTbIBATb KYAbTYpPHbIE
M COLMAAbHbIE KOHTEKCTbI, B KOTOPbIX MCMOAb3YeTCS S3blK XXecToB. KoHUenumns nccAeA0BaTeAbCKOM
paboTbl MO NMepeBoAy 53blKa >KECTOB 3aKAIOUYAETCS B U3YUYEHUM U MCMOAb30BaHWK Python: aasg pac-
NMo3HaBaHWS CMBOAOB YKECTOB aHAaAM30M METOAOB KOMIMbIOTEPHOIO 3PEHUS 1 MALLMHHOIO 00YyYeHus,
a Takxke paspaboTka nporpammHoro obecrneveHuns Python aas 06paboTkM M306pa>keHUn B LEeAdX
pacno3HaBaHus. PazpaboTka aArOPUTMOB, OCHOBAHHbIX Ha MOAXOAAX K TAY6OKOMY 06yUeHuIo 1 Ma-
LUMHHOMY OOYYeHMIO >KeCTOB, MOMOIAA CO3AATh CUCTEMY, CMOCOOHYIO pacno3HaBaTb U NEPEBOAUTb
a3blk. OCHOBHbIE YeTbIpe Lara, KOTopble BKAOYaeT B cebs nMpoekT: 1) C MOMOLLbIO KOMMbIOTEPHOMO
3peHust ONPEABASIETCSI CUAYIT PYKU; 2) yKasbiBaeTcsl GyKBa >XECTOM PyKM nepea Kamepoi; 3) onpeae-
A€HME 3HaKa C MOMOLLbIO MALLMHHOTO 00yyYeHus; 4) pe3yAbTaT BbIBOAMTCS Ha 3KpaH. PaspaboTaHHas
CUCTEMA MO3BOASIET OMNPEAEASITb GYKBbI C BbICOKOI CTEMeHbIO U BbIBOAMTb PE3YAbTAT Ha 3KpaH. ITu
Pe3yAbTaThl MOKa3bIBAIOT, YTO MALLMHHOE OOYyUEHUE 1 KOMIbIOTEPHOE 3PEHME UMEIOT MPeUMyLLLeCTBa

M BOCTPeOOBaHHOCTb B O0OLLECTBE.

KAtoueBble cAoBa: s13bik XXeCTOB, python (s13bik MPOrpaMMmMpoBaHmMs), KOMMbIOTEPHOE 3pEeHne, Ma-

LUIMHHOE 0byyeHue.

Introduction

Communication is not only a way of transmitting
information but also a key aspect of interaction with
the outside world (Chakali, 2023: 1394), (Borkar,
2023: 407). The diversity of communication
methods reflects the diversity of people’s cultures
and preferences. In communication, ordinary people
frequently rely on sound and visual means, and for
people with hearing impairments, visual methods
(sign language) are important. It is based on a variety
of signals and hand motions (Chakali, 2023: 1394),
(Borkar, 2023: 407), (Bora, 2023: 1384), (Sethia,
2023:307), (Goel, 2023: 83).

In addition to becoming an essential part of
the lives of those who have hearing impairments,
sign language is an incredible and complex mode
of communication that has drawn the attention
of numerous scientists as well as members of the
general public, (Rajkumar, 2023: 984), (Hasib,
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2023), (Rahaman, 2024). It is important to remember
that not everyone speaks sign language. Like the
national language, every sign language has unique
dialects and characteristics that contribute to its
richness and diversity (Bora, 2023: 1384), (Hasib,
2023). The majority of the world’s languages are
covered by sign linguistics technologies that have
been created, (Wang, 2024), (Rastgoo, 2024) and
several studies have been conducted. Nonetheless,
there is still a need to develop tools and techniques
for sign language that are adapted to regional dialects
(Bora, 2023: 1384).

Education for individuals with hearing
impairments has long aimed to utilize cutting
edge technologies to enhance learning and societal
inclusion efforts in the field of education and
communication enhancement. A recent focus has
been directed towards exploring the impact of
artificial intelligence (Al) technologies in reshaping
teaching methods and fostering communication
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advancements for those, with hearing impairments.
Technology plays an important role in the
development of sign language in the modern world
(Bora, 2023: 1384), (Goel, 2023: 83), (Srinivasan,
2023), (Ilanchezhian, 2023: 135). The use of video
communication, computer vision algorithms,
and machine learning will help create innovative
systems to recognize and interpret traits, improving
the availability of communications for people with
hearing impairments.

Hand movements change for each person in
shape, size, scale, and image quality, making the task
nonlinear. Modern advances in image processing
have shown that neural networks can be successfully
used to interpret sign language (Sethia, 2023: 307).

The creation of a Python sign language
recognition program is an important step in
improving the availability and efficiency of
communication for audiences (Wang, 2024),
(Srinivasan, 2023). This research project shows a
thorough grasp of machine learning techniques and
their application to the recognition of sign language.
It involves data gathering, data processing, model
training, and testing. The development of a real-
time interactive interface is a significant component
of the research, as it creates opportunities for the

application of this technology to sign language
communication.

Materials and methods

Technology Al can improve communication
efficiency and customize offerings to suit each
student’s needs, and provides instant access to
information in real-time scenarios. An instance of
this is the use of Al powered systems for recognizing
gestures that can convert sign language into
written text or spoken words. This study endeavor
aimed to create a novel system that could provide
efficient and comprehensible interaction based on
sign movements using the Python programming
language and advanced in-depth learning methods.
The goal of the research questions is to create a
model that, by accurately identifying and translating
movements that correspond to specific letters of the
alphabet, opens up new possibilities for everyday
communication and education of individuals with
hearing impairment.

Machine learning is a broad field of study that
covers various methods and approaches for teaching
computer systems to perform tasks without explicit
programming (Lee, 2024).

™

Types of Machine Learning \

[ Supervised

[ Semi-Supervised

~
[ Unsupervised
[ Reinforcement W

Figure 1 — Types of machine learning

Supervised, unsupervised, semi-supervised,
and reinforcement learning are the four categories
(Lee, 2024) of machine learning (1-figure). 1) Of
all the machine learning types, supervised learning
is the most frequently utilized. It requires extensive
human supervision in addition to machine and

algorithm training. 2) By letting the algorithm
handle unclassified, raw data, unsupervised learning
lessens the amount of work that humans have to
accomplish. 3) The middle ground between the first
two learning styles is semi-supervised learning.
4) An artificial intelligence called reinforcement
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learning trains a model how to make decisions on
its own.

We looked at a Python script that uses the
OpenCV computer vision library to recognize hand
gestures using a webcam. First of all, we should note
the importance of the OpenCV library. OpenCV
is an open source library specializing in image
processing and computer vision (Rajkumar, 2023:
984), (Rastgoo, 2024), (Lee, 2024). It provides a
wide range of tools and algorithms for working with
images, including segmentation, object recognition,
motion tracking and much more.

The first stage of our script captures video from
a webcam using the cv2.VideoCapture() function.
This ensures a constant supply of video frames that
will be analyzed to recognize hand gestures. After
this, we upload an image of the iconic alphabet that
will be used in the recognition process. Next comes
the stage of displaying the results. The webcam
image and various stages of image processing are
displayed using the cv2.imshow() function. The user
can observe the process of hand gesture recognition
in real time. The script exits if the user presses the q
key, which is implemented using cv2.waitKey(1)&
OxFF == ord(‘q’). An important step is also to
release resources using the cap.release() and cv2.
destroyAllWindows() functions. This ensures that
the program terminates correctly and the resources
occupied by it are freed.

The process of hand gesture recognition
begins with image pre-processing. This involves
smoothing, flipping, and cropping the video frame
to highlight the area of interest (the hand). The
image is then converted to grayscale and HSV color
space. For hand gesture recognition, the red color
range is determined in HSV. Next comes the gesture
recognition itself. This step is based on the evaluation
of various characteristics such as area, aspect ratio,
convexity defects and angle. Several conditions are
used to recognize gestures in sign language and the
results are displayed on a video frame.

Literature review

Advancements in the field of educating the deaf
have progressed over time with the introduction of
technology playing a significant role in recent years
too. The incorporation of intelligence (Al), into
this area is a new advancement that has displayed
promising potential in tackling the distinctive hurdles
encountered by people with hearing disabilities.

For those who speak sign language only, there
are issues because not everyone can understand
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them (Rakesh, 2022: 301). In this regard, they face
daily difficulties in performing basic tasks. For this
group of people, many solutions have been proposed
for effective communication and facilitating
life (Rastgoo, 2024), (Ilanchezhian, 2023: 135).
Scientific articles and research were studied in order
to understand the principles of the functioning of
these decisions. The literary analyses carried out
in 2021 and 2022 (Rakesh, 2022: 301), (Elakkiya,
2021: 7205) were taken into consideration first,
followed by an analysis of a number of papers and
research released in 2023 and 2024 (Rajkumar,
2023), (Rastgoo, 2024), (Lee, 2024), (Chakali,
2023: 1394), (Borkar, 2023: 407), (Bora, 2023:
1384), (Sethia, 2023: 307), (Goel, 2023: 83), (Hasib,
2023), (Rahaman, 2024).

R. Elakkia (2021) examined over 240 distinct
methods for researching multilingual sign language
recognition in her studies. The paper also reviewed
important research publications and examined
studies written by various writers. The author
highlighted the outcomes of these techniques and
talked about the potential applications of machine
learning techniques for automatic sign language
recognition. Furthermore, possible issues that need
to be resolved in order to apply machine learning
techniques for real-world sign gesture detection
were taken into consideration.

The study (Rakesh, 2022: 301) offers two
approaches for understanding sign language. In the
first version, based on the use of gloves, poorly heard
people can wear special gloves and gesture their
thoughts. The device built into the glove is capable
of converting gestures into speech or text, providing
understanding to the poorly emitting. The second
option is based on computer vision. Y ou can register,
interpret, and identify gestures with the camera.
The results may be presented as text, speech, or
both. Next, the review details the various proposed
solutions, analyzes them, compares and discusses
methodologies, advantages and disadvantages.

The suggested approach proposed by the authors
(Chakali, 2023: 1394) includes the use of the Python
programming language, the MediaPipe framework
for extracting gesture information, and the deep sign
recognition (DGR) model for real-time identification
of character movement. This method demonstrates
the highest accuracy of 98.81%, using a neural
network including long-term memory blocks to
recognize sequences.

Pradnya Borkar & Kiran Godbole (2023) created
a machine learning model designed to classify and
identify hand gestures, such as sign language, in
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order to translate interaction into oral and written
form. The machine learning model they developed is
capable of recognizing hand gestures and converting
them into words, which will facilitate understanding
of sign language.

Using machine learning methods, the authors
(Bora, 2023: 1384) attempted to develop a system
for identifying hand gestures in the sign language
of the Assamese dialect in India. A combination of
two-dimensional and three-dimensional images of
Assamese gestures was used to compile the training
dataset. The MediaPipe platform was implemented
to detect landmarks in images. The resulting dataset
was used to train a direct propagation neural
network, achieving an accuracy of 99%.

Recognition of American Sign Language (ASL)
in motion in real time is carried out using an effective
artificial intelligence tool presented in this work
(Sethia, 2023: 307) in the form of a convolutional
neural network (CNN). A dataset containing 27,455
images representing 25 letters of the English
alphabet was used to train and validate the model.
The model was tested on 7172 images, which
were divided into different classes. The maximum
accuracy of model validation using advanced data
reached 99.8%, surpassing many existing real-time
motion recognition techniques.

This article (Goel, 2023: 83) uses the Transfer
Training method. The authors apply a highly accurate
pre-trained model and adjust the parameters of its
final layer for the task of recognizing sign language.
This significantly reduces the learning time required
for a dataset with fewer than 20 images per gesture.
The authors created their own dataset using the
system webcam, tagged it with the Labellmg tool,
and applied the Tensorflow object detection API.
They downloaded the pre-trained “SSD MobinetNet
V2” model and conducted transfer training. The
project encountered problems in proper image
labeling, installation errors, and lighting and
background problems in multiple detections.
Despite these difficulties, the authors argue that the
proposed method is effective, saves learning time,
provides high accuracy, and requires fewer images
to learn.

The proposed system (Rajkumar, 2023: 984)
was also created in order to establish a connection
between hearing and hearing impaired communities.
It offers a two-way sign language translator capable
of translating speech into sign language and back
in real time. Using the Python OpenCV library, the
system processes video frame by frame, with the

background/foreground segmentation algorithm
based on Gaussian blends removing the background
from each frame. The contours of the processed
image are classified using a convolutional neural
network (CNN) to correlate with the written
language. To preserve the grammar of sign language
in the process of converting it into speech, gTTS
(Google Text-to-Speech) and fundamental natural
language programming (NLP) are used.

Bangla sign language, or BDSL, is an
abbreviation for those with hearing loss and/or those
who would rather communicate nonverbally (Hasib,
2023). Images of the bangle’s gestures are included
in the data set. The BDSL49 collection consists
of 49 individual alphabet graphics combined with
29,490 images and 49 categories. Fourteen adults
were photographed during the data gathering
process, each with a distinct appearance and setting.
Various techniques were employed to minimize
noise throughout the data preparation process.
The dataset used computer vision, deep learning,
and machine learning methods to build automated
systems. The data was analyzed using two models,
one for identification and the other for detection.

In studies, the authors (Rahaman, 2024) focus on
improving sign language recognition, overcoming
previous limitations. The work uses a convolutional
neural network (CNN) called “ConvNeural” to train
its data set. They also created their “BdSL_opsa22
staticl” and “BdSL opsa22 static2” datasets,
including images of Bangla characters and numbers.
The total number of images is 24,615 and 8,437,
respectively. The “ConvNeural” model outperforms
pre-trained models, achieving 98.38% accuracy for
“ BASL opsa22 staticl” and 92.78% accuracy for
“ BdSL opsa22 static2”.” For “BdSL opsa22
staticl,” accuracy, completeness, F1 measure,
sensitivity and specificity values of 96%, 95%, 95%,
99.31% and 95.78% were obtained, respectively. In
the case of “BdSL_opsa22 static2,” indicators of
accuracy, completeness, Fl-measures, sensitivity
and specificity are achieved, which are 90%, 88%,
88%, 100% and 100%.

The authors conducted a study (Wang, 2024)
evaluating the impact of eighteen deep learning
architectures on vulnerability detection in Python
code. Using combinations of three presentation
learning models (Word2Vec, fastText, and
CodeBERT) and six classification models (random
forest, XGBoost, multilayer perceptron network
(MLP), convolutional neural network (CNN), long-
term memory (LSTM), and Gate Recurrent Unit
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(GRGRT) U)), they also compared two machine
learning strategies: attention mechanisms and
bidirectional learning. According to the studies,
the Word2Vec showed better results in accuracy,
completeness and F-estimation than representations
of a bidirectional encoder from CodeBERT and
fastText converters. It was also revealed that bi-
directional LSTM and GRU with attention, using
Word2Vec, are optimal models for detecting
Python code vulnerabilities, medium or high effect
compared to LSTM and GRU using only one
mechanism. In addition, both presentation learning
models and classification models have a significant
impact on vulnerability detection in Python code,
and bidirectional and attention mechanisms can also
affect code vulnerability detection performance.

The authors (Rastgoo, 2024) present the Zero-
Shot Dynamic Hand Gesture Recognition (ZS-
DHGR) multimodal model, which uses additional
capabilities of deep functions combined with skeletal
ones. Based on Transformer and C3D, this model
uses hand detection and deep function extraction,
respectively. To achieve a balance between the
dimension of skeletal and deep functions, an auto
encoder (AE) is used on top of a long-term short-
term memory (LSTM) network. Semantic space
is used to correlate visual functions with language
implementations of class labels, which is achieved
through the Transformers bi-directional encoder
representation (BERT) model. Test results on
four large-scale datasets: RKS-PERSIANSIGN,
First-Person, ASLVID and isoGD. The accuracy
of the model is 74.6%, 67.2%, 68.8% and 60.2%,
respectively, on the RKS-PERSIANSIGN, First-
Person, ASLVID and isoGD datasets.

In this work, the authors (Srinivasan, 2023) have
developed a sign detector capable of recognizing
signs, numbers and other characters used in sign
language. They used OpenCV and Keras modules in
Python. This technology allows you to understand
sign language expression, which is a non-standard
way of communicating. The OpenCV and Keras
modules for Python were used to implement this
project, providing an approach to interacting with
sign language, especially for people with hearing
impairments.

To train their models, the authors (Ilanchezhian,
2023: 135) used the TensorFlow object detection
API. After completing their training, they performed
real-time recognition of hand sign language using
the OpenCV-python library. For this approach,
they accessed the webcam, downloaded the
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configuration, and a trained model for real-time sign
language detection.

As a result, most of the above models provide
English-language feature interpretation to improve
accuracy. However, some people do not know the
standard signs. Therefore, this can affect the quality
of perception, since the system is trained to use
standard sign language. There are models that can
be used in several regions, offer cheap facilities with
sufficient space, but projects require avoiding noise.

Results and discussion

The main part of creating a sign language
recognition program in Python includes several
main steps, each of which plays an important role
in the development and successful operation of the
program.

1. Data collection and preparation is an impor-
tant part of the process — collecting data containing
images or drawings of various movements indicated
by the corresponding letters of the alphabet. The
data is then preprocessed, which includes improving
image quality, eliminating noise, and preparing the
data for further use.

2. Model processing and training. After data
preparation, a suitable machine learning algorithm
such as Convolutional Neural Networks (CNN) is
selected to enable efficient image processing. Using
a Python machine learning library such as Tensor-
Flow or PyTorch, the model is trained on the given
data to recognize gestures that correspond to the let-
ters of the alphabet.

3. Testing and evaluation. After training the
model, it is necessary to perform testing on the test
data to evaluate the accuracy and efficiency of the
model. This includes evaluating its motion recogni-
tion capabilities and further adjusting model param-
eters to improve results.

4. Integration and application. After successfully
training and testing the model, you need to create an
interface that allows you to interact with the model
in real time. This may involve developing a GUI or
command-line interface for entering data and view-
ing the results of gesture recognition.

Each step is important to create a fully function-
al sign language recognition program in Python that
ensures accuracy and accessibility when working
with sign data. As a result of relevant studies, it was
found that there is a lack of sign language transla-
tion in educational platforms. For this purpose, this
research was carried out in the previous section and
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a program was created to implement real-time sign

language recognition on the proposed educational
platforms.

The program processes the entered information
in real time and displays the corresponding result on
the screen (2-figure):

Hand gestures are shown in front of a camera.

The hands are detected by computer vision.

Letters are observed by machine learning.

The results are displayed on a screen.

Figure 2 — The main steps of the program

Creating a sign language recognition program in
Python involves several basic steps. First you need
to collect data — pictures of movements marked with
appropriate letters. This is followed by improving
the quality of the images and formatting the data to
train the model — preprocessing the input data. It then
chooses an algorithm, such as using convolutional
neural networks, and trains the model using Python
and machine learning libraries such as TensorFlow
or PyTorch. After training the model, it is tested on

test data to assess accuracy and adjust parameters to
improve results. Finally, an interface is created to
interact with the model and it is tested on real data
to verify real-time performance.

Since the program includes machine learning and
computer vision, it was divided into two phases and
improved. In the first stage, a hand recognition program
was written using computer vision. The program was
able to quickly and accurately detect both hands in any
movement to a high degree (3- figure).

Figure 3 — The first step of the program (hand recognition)
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Figure 4 — The second phase of the program
(3.1 —letter ‘A’, 3.2 —letter ‘O’, 3.3 —letter ‘E’)

In the second phase of the program, machine
learning was launched. Machine learning was
applied to the program to recognize letters from each
other. As a result, full recognition of cyrillic letters
was realized. The program consists of two windows:
in the first window, the result of the program is
displayed. That is, machine learning determines
which letter is most similar to the recognized hand
gesture and displays the letter in red in the upper
left part of the screen. And in the second window,
cyrillic letters were released for testing in sign
language. The result of the program is shown in the
4-figure.

There are 1920 RGB videos for 32 sign lan-
guage gestures from 10 people and they presented 6
examples for each sign gesture. The total recording
video time is 1.6 hours. The accuracy of the classifi-
cation algorithms was 98.86 % for 32 sign gestures.

Conclusion

The integration of artificial intelligence into the
education of people with hearing impairments opens
up new opportunities to enhance the learning process
and interaction. As Al progresses further over time
its capacity to revolutionize education is expected to
grow resulting in the development of more efficient
tools and approaches. The existing progress made
with Al driven programs for recognizing sign
language highlights the role these technologies play
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in closing communication barriers and offering
tailored assistance.

The developed sign language recognition
program in Python covers key stages from data
collection and processing to real-time model
training and performance testing. Machine
learning and software development technologies
are combined with understanding the features of
sign language. It is our hope that the development,
taking into account new technologies and research,
will significantly contribute to the improvement
of communication and support methods for this
audience.

The results:

- The developed system successfully recognizes
the movements of the letters of the alphabet with
high accuracy.

- The project validates the prospects of using
deep learning and Python to build such systems.

Our future plan is to create a program that will
create words from letters in Python and translate
them into other languages.
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